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Abstract—Computer applications generate an enormous
amount of data every day through their logs, system-generated
files or other reports. This generated data depicts the state of the
running system and contains abundant information that can be
used for system diagnostics and monitoring. Network monitoring
systems produce a wide variety of unstructured information, so
there is a need for an automated way to extract the relevant
data, which currently requires multitude of custom parsers.
Developing and testing custom parsers can be time-consuming.
Instead, data can be automatically processed and parsed into a
machine-readable format, building a generic model for standard
or vendor-specific data, and generating insights for analytics,
anomaly detection, intrusion detection, node failures and various
other applications. This paper reviews some existing approaches
for unstructured data mining and parsing and discusses the
challenges in information extraction, creation of knowledge bases
and presents a generic framework for automatic parsing.

Index Terms—Data Mining, Information Extraction, Similar-
ity, NLP, Knowledge base

I. INTRODUCTION

Modern systems generate useful insights which depict the
run-time behavior through logs or trace messages. Due to the
complexity and scalability of modern applications the volume
of meta-data generated is enormous [1]. These unstructured log
messages can be processed and parsed to be made available
for anomaly detection [2] [3] [4], cognitive management [5],
autonomous problem validation [6] [7], incident management
or root cause analysis. However, data from logs, trace mes-
sages or other print statements can be non-linguistic and
unstructured, and thus cannot be used directly for analysis.
Creation of a knowledge base from unstructured log messages
has been widely studied and implemented in recent years.
However, manual domain-specific construction of knowledge
base dominates the current literature as there are no domain-
independent automatic frameworks available for creation of
knowledge bases [8].

Constructing a knowledge base even for a single domain
in a large scale system can be very challenging. One such
domain is the telecommunications, where despite the pres-
ence of logging standards such as BSD !, the structure of
different components can have great variance. Radio Base
Stations (RBS) generate tons of log messages every hour
for a large scale system, and the components are developed

Ihttps://www.hjp.at/(de)/doc/rfc/rfc3164.html
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Fig. 1: An Illustrative Example of Unstructured Data Extraction

by various engineers in different programming languages;
thus the structure varies considerably. Explicit programming
for construction of knowledge bases from these logs needs
expertise in recognising the relevant structures that contain
information and disposal of redundant information. Even after
we automate the process for information extraction through
custom parsers, it still needs to be re-run periodically to
adapt to changes in policies or standards. Thus, the research
suggests that it is not practical to use a supervised approach
for extracting all relevant data, even for a single large-scale
domain.

In this paper, we survey different algorithms and approaches
utilized for unstructured information extraction using semi-
supervised or unsupervised learning to recognise relationships
for template extraction. A simple illustration of unstructured
data extraction is shown in Fig. 2 where a plain text document
is analysed and parsed to generate two CSV files. As seen
in the figure, the data contains missing values, is misaligned
and includes overriding columns. Furthermore, the tables in
Fig. 2 have different structures. There can be thousands of
such structures with large variance in text distribution and
formatting in a large scale system. Current research focuses
on achieving automation using natural language processing,
data mining, machine learning and deep learning. Thus, the
problem of pattern or relationship extraction is extremely
challenging due to the uneven distribution and high degree
of variation between different structures [9].

This paper reviews the most commonly used algorithms
for unstructured data mining and parsing, groups them into



multiple components according to function, and organises the
components into a generic framework for automated infor-
mation extraction. This framework (shown in Fig. 3) allows
the reader to select and combine the best components for a
particular solution.

This paper is organised as follows: §II describes an overview
of different available algorithms and tools and compare differ-
ent sources that utilize them, challenges and their limitations.
We also provide the summary of related work in a sequential
manner by using a layered component diagram. §III details
some experiments to compare different algorithms for unstruc-
tured text analysis. §IV describes our conclusions.

II. UNSTRUCTURED INFORMATION EXTRACTION

In this section we discuss the different approaches for infor-
mation extraction from unstructured data. We divide them into
relationship-based, template-based and deep learning-based
approaches. We further discuss the challenges in extraction
using the techniques described in the literature.

A. Relationship-based Extraction

Unstructured data is a text-heavy collection of characters
with no predefined model, that often contains a stream of
information that can be classified based on the relationships
between the characters. The authors of [10] made use of
named entity recognition and generic text classification to
extract relevant information from an unstructured message
(see Fig. 2 for example). They also made use of Conditional
Random Fields (CRFs)-based statistical Named-Entity Recog-
nition (NER) which extracts real world entities and classifies
them into pre-defined category based on the data-model. CRFs
recognize the pattern of words rather than individual words
which allows the classifier to recognize entity by the patterns
of sequence containing it. Text was classified into 3 types:
Text-only, Features-only and both, using a Support Vector
Machine (SVM) classifer. The use of Term Frequency / Inverse
Document Frequency (TF-IDF) [11] to provide weights to the
word distribution in the document along with the attribute
selection method made it even better.

The experiments by [12] supported that TF-IDF generated
better results compared to simple features such as character
bi-gram and timestamp statistics. They also experimented
with different learning algorithms and concluded that vari-
ants of Self Organizing Feature Map (SOFM) [13], which
creates a low-dimensional representation of the input space
for dimensionality reduction, yielded better results than basic
clustering algorithms like K-means [14] and Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) [15]
which groups together points that are closer to each other
in a bi-dimensional space by calculating distance between
them. These variants solved the problem of matching multiple
clusters into required categories. The authors analyzed high
volume data and suggested the use of dimensionality reduction
to remove irrelevant feature terms and noise reduction.

The authors of [8] focused on meta data extraction from var-
ious sources to predict user preferences. The straightforward

algorithm is based on determining boundaries of statements,
identifying nested words and assigning them labels based on
the context to extract features. They made use of part-of-
speech-tagging followed by morphological analysis to generate
implicit meta-data about the features on a linguistic model.

On the other hand, [16] proposed a feature learning frame-
work that takes advantage of the vast amount of expert
knowledge available in unstructured form on the Web. They
learn a Hierarchical Pachinko Allocation Model (HPAM) [17]
to discover set of latent variables such as super-topics and
sub-topics. Using a directed acyclic graph for topics and
calculating the Earth mover’s distance between the latent
variables they generate a similarity matrix which is used to
partition messages based on similarity score.

Relationship based extraction are feature-driven and require
linguistic data or a meta-dictionary to perform analysis. Most
of the algorithms can be implemented using Natural Language
Processing-based libraries.

B. Template-based Extraction

Unstructured information can be non-linguistic and may not
have a standardized dictionary of words. Reference [3] pro-
posed a blackboard architecture, an agent-based approach to
extract and interpret table templates in heterogeneous sources.
Each agent worked to analyse data and apply a set a protocols
to label it or to classify it. Output data was exchanged between
different agents and used as an input for next processes. The
blackboard architecture together with multi-level evaluation
measures, reported the effectiveness of certain agents and their
collaboration. However, most handcrafted rules for learning
and validation are not viable due to frequent changes in the
system. Each agent has their own set of protocols that are not
valid for different unstructured messages in a corpus.

In contrast to the agent-based approach, new pattern learn-
ing techniques to form event templates have been introduced
and implemented by various researchers. The goal of such
techniques is to differentiate between the constant part and the
variable part in a message and prepare templates of variable
length. Simple Logfile Clustering Tool (SLCT) [18] is among
the first techniques that worked on data-driven automated log
parsing. It is widely used for various mining tasks due to its
availability as an open source tool. The algorithm is based
on association rule mining with a three step procedure. The
first step is word vocabulary construction. It iterates through
the data and captures meta-data about word frequency and
distribution. The second step includes cluster construction with
the inputs from word vocabulary. In the third step, clustered
log messages are then combined to to create a template.

On the other hand, the authors of Iterative Partitioning
Log Mining (IPLOM) [19] did a heuristics-based parsing
of log messages that were dependent on the characteristics
of unstructured messages. The template construction is in-
spired from SLCT, but it performs a three-step hierarchical
partitioning procedure followed by template construction in
the last step. They partition log messages based on message
lengths, and for each partition, the position word distribution
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is calculated. Then, they dynamically split messages at the
position where the number of constant words is the least. They
further partition messages by mapping set of unique tokens
with the tokens returned by the heuristic criterion. The last
step includes log creation using SLCT.

LKE (Log Key Analysis) [20] is a log parsing method which
combines clustering and heuristic rules. Messages are clustered
with predefined weights using hierarchical algorithms. Clusters
are split using the heuristic rules. Log templates are created,
as in other approaches.

Whereas LKE partitions messages using hierarchical clus-
tering and IPLOM clusters using word distribution, LogSig
[21] calculates a value for each log messages by generating
a word-value pair for each message and clusters them after a
number of iterations. The method works well when there are
relations between words in an unstructured message. Those
relations can be converted to key-value pair for a template
generation. The process for template generation is same as
SLCT and IPLOM.

Additionally, various data mining techniques have been
proposed by researchers to extract non-linguistic data patterns.
Reference [22] recognised templates by clustering messages
using sequential algorithms in a log file. They focused on
clustering information using an algorithm they call PARIS
(Principle Atom Recognition In Sets) which extracts event-
based log messages by dynamic creation of event dictionaries.
The study suggested that most of the approaches utilize either
1) Frequent pattern mining, 2) Clustering or 3) Heuristics
based analysis for template-based information extraction.

C. Deep Learning-based Extraction

Deep learning approaches that analyse data to extract in-
formation are data-driven and efficient and don’t rely on
heuristics or rule-based methods. DeepDeSRT [23] is a deep
learning-based solution to extract templates within a document
using a pre-trained model of Faster R-CNN [24]. DeepDeSRT
performs image analysis on document to detect a table-like
structure and extract and store information from the recognised
template. The approach differs from traditional data analysis
algorithms as instead analysing raw text, an image of the
document is analysed. The authors focused on two things
1) table detection and 2) structure recognition. They used
the concept of object detection in natural scene images and
applied it to table detection in documents. They detected tables

by generating region proposals based on input images and
classifying it with Fast-RCNN. After detecting a table, the
authors segmented the table into regions such as rows, headers
and columns using a deeper FCN-Xs architecture [25] that
can extract extra details in the shallow layers and provides
delineation of rows and columns and X is the number of
shallow layers. The approach has been only used on PDF
tables, but can be used to detect structures in plain-text
unstructured documents that look like tables. The diagram in
Fig. 2 shows a structure that can be processed using object
detection algorithms to detect table and header structures.
The green border shows the table boundaries that would be
identified and the blue border shows the header boundary
within the table. The missing values are shown using red ovals
that can be detected using this approach.

Another deep learning technique is presented in DeepLog
is presented in reference [26]. It does not itself perform data
extraction but recognizes patterns in word distribution using
Long Short-Term Memory (LSTM) [27]. The authors propose
a learning framework for anomaly detection on unstructured
system logs and cluster them using a neural network model.
The patterns generated in this literature can be utilized to
extract and store event messages.

D. Problems

Unstructured text files may contain abundance of valuable
information about the system, but the extraction of this infor-
mation can be quite challenging depending on the structure
and format of information.

Missing Values. Template extraction in an unstructured
message depends on the semantic characteristics such as length
and white-space distribution. The red ovals in Fig. 2 represent
missing values, a common problem in unstructured messages.
Most of the pattern-based extraction methods [18] [19] [20]
[21] create event templates for a single message and cluster
them together to form a pattern. Such structures can be
combined together to form a table-like structure. But, with
missing values the length of the message changes and a novel
event template is generated in the algorithm.

Non-linguistic. Log messages, trace logs and print state-
ments from domain-specific servers are usually technical and
non-linguistic. Natural language processing (NLP) has been
widely used for information extraction in log files [28]. How-
ever, NLP techniques are limited to a language dependent data
that has a predefined vocabulary for analysis. An unstructured
corpus of words in system logs contains technical words which
are nested form of base words. Analysis of such documents
using NLP requires creation of meta-dictionaries. Thus NLP
techniques fall short for extracting information from a docu-
ment that contains technical non-language-specific words.

No meta-data. Data-driven extraction techniques follow a
heuristic-rule based extraction. The rules are dependent on the
characteristics of an unstructured message which are decided
based on the meta-dictionary of the words. With no informa-
tion about the contents of a message, it becomes challenging
to extract relationships or templates. Feature-driven techniques



[8] [10] [16] require a dictionary of the words before analysis.
However, the techniques fall short in addressing extraction in
the absence of meta-data.

Multiple templates. Execution traces, system logs in a
streaming application constantly generate information. Such
information can be parsed in documents, where each document
can be analysed to find structures. Deep learning techniques
[23] that extract a table-like structure, process the document to
detect the tables. Various machine learning techniques detect
table structures by white-space distribution analysis and detect
components such as header, row and column. There can be
multiple table-like patterns in a single document which can
be extracted and parsed directly. However, little research has
been conducted on extracting multiple templates using context
analysis and white-space distribution.

III. AUTOMATIC DATA ANALYSIS AND PARSING

In this section we summarise the algorithms and techniques
discussed earlier, and show how they can be combined to
automate parsing of unstructured text. Fig. 3 aggregates a
variety of approaches used by many researchers to develop a
tool for unstructured data parsing. It also categorises common
tools and algorithms according to their role in a generic
solution. Each component describes a step that provides input
to the next layer for further computation. The literature survey
suggests that the entire process of unstructured information
parsing can be divided three major steps which are extrac-
tion, computation, bench-marking, evaluation and application.
We further classified computation into four layers that are
transformation, modelling, execution and storing on top of
parallelization layer. Each component interacts with the next
component using combination of one or more algorithms
described in each layer. The components are discussed further
below.

Extraction. In this step, log messages, execution traces
and other print sequences are collected from heterogeneous
sources. These sources have a predefined data-model that
makes it possible to develop a heuristic rule-based extrac-
tion technique. These sources provide meta-data about the
characteristics of log messages. Based on the literature re-
view, sources can be categorised as one of the two types 1)
Standard-specific, 2) Vendor-Specific. Standard-specific mes-
sages follow a standard-specified format such as IEEE, IETF
and 3GPP. Vendor-specific sources are from vendors such as
Ericsson, Huawei and Verizon that generate log statements
and follow a specific standard on top of their own set of rules.
Determining the characteristics and writing rules is possible
in this component.

Transformation. The first step after data collection is trans-
formation of data to make it available for processing. Various
authors have used regular expressions to format data. SLCT,
LKE, IPLOM and LogSig use regular expressions to create
event templates. The documents are normalized using NLP
techniques such as lemmatization and stemming [29] which is
a method to remove inflectional endings and return the base
dictionary form of the word. Data-driven extraction techniques
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Fig. 3: Components diagram for Automatic Parsing of Unstructured Text

make use of regular expressions to extract patterns in standard-
specific data. Data reduction and removing unnecessary data
such as file-paths and timestamps is done in this step.
Modelling. Processed data is then analysed through ma-
chine learning or deep learning techniques. The literature
focuses on using NLP-based techniques for data that has a
model, template-based techniques for data that does not have
a meta-dictionary available and deep learning-based extraction
techniques for sequence [26] and image [9] based analysis of
the unstructured data. While these techniques have been used
individually. Our survey of the literature found no experiments
where two or more techniques have been combined.
Execution. The component describes approaches that can
be used with the combination of technique in the previous
component. Some researchers use n-grams to count the prob-
ability of contiguous sequence of n-words for a collection of
messages. TF/IDF (described in §II) is used by some authors
with a combination of n-gram variants such as bi-gram and
tri-gram which analyse sequence of two and three words in a
document. Our review of the literature found that the use of a



Dataset Logs Nodes | Events
BlueGene/L (BGL) 4,747,963 6152 376
High Performance Computing (HPC) 433,490 49 105
Hadoop Distributed File System (HDFS) | 11,175,629 203 29
Zookeeper 74,380 32 80
Proxifier 10,108 32 8

TABLE I: Benchmarks available for Log Parsing

similarity threshold between different messages to cluster them
is prominent. To calculate similarities between messages var-
ious algorithms have been used by researchers depending on
the data structure which are mentioned in the component. One
popular algorithm is Levenshtein distance [30] that calculates
the distance between two message sequences by measuring the
minimum number of edits required to change one word into
another.

Storing. The processed data is stored in a CSV file, SQL
database or the distributed file system. This may require some
post-processing such as de-normalizing data, filtering data and
sorting it according to the requirements. The step transforms
the matrix or vector used for analysis into a structured message
for loading and storing.

Parallelization. Computer applications generate an enor-
mous amount of data everyday through their logs, system-
generated files or other streaming statements. Processing huge
volume of data on a framework can be time consuming. Some
industrial applications for log parsing have a parallelization
component for all the computations in the processing. A
popular parallelization component is Apache Hadoop [31]
for batch processing of data. For non-batch data, new solu-
tions have been implemented and categorized into streaming
data processing and interactive data processing. Some known
frameworks for processing streaming data are Dremel by
Google, [32] and Impala, an open-source implementation of
Dremel. Apache Spark [33] is another in-memory computing
framework on a distributed storage that supports real-time and
interactive data processing.

Benchmarking and Evaluation. To evaluate state-of-the-
art parsing methods, the authors of [1] released a collection
of 5 log data-sets spanned across distributed systems, super-
computers and standalone systems. The benchmark for data
parsing contains 16,441,570 log lines. A summary of data-sets
available for bench-marking is illustrated in Table I. To study
the accuracy of parsing methods on different benchmarks,
multiple evaluation metrics have been used by researchers
which are mentioned in Fig. 3. A commonly used metric is
F-score which is the weighted harmonic measure of precision
(number of relevant instances over total number of instances)
and recall (number of relevant instances over total number of
relevant instances).

IV. CONCLUSIONS

In this paper we discussed the state-of-the-art algorithms for
information extraction from unstructured text. We divided the
algorithms into relationship-based, which used feature-driven
approaches, template-based, that used data-driven approaches
and deep learning based techniques. Furthermore, we discuss

the challenges in parsing and analysis faced by existing
techniques. We summarised the process of data parsing and
identified common algorithms for each component (see Fig.
3).
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